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Sequential Monte Carlo (SMC): Estimating a Sequence of Dis-
tributions

= Goal of SMC: approximate a sequence of related distributions

1

7Tt(2’1:t) Z
t

Y(z1:¢)

fort=1:T.
= Such sequences arise in:
= State Space Models (SSMs): 7 (z1.t) & p(z1:¢|y1:¢)
= SMC Samplers: tempered or bridging distributions between
prior my and posterior 7.
= We focus on:

1. SMC for inference in SSMs (particle filtering)
2. SMC samplers for general Bayesian inference
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Applications of Sequential Monte Carlo

1. SMC for SSMs 2. SMC Samplers

= Object Tracking: = Epidemiology: Inferring

Estimating transmission rates for
disease outbreaks (e.g.,
COVID-19) using complex

simulators.

position /velocity of aircraft
or animals using noisy
radar or GPS data.

= Stocks: Stochastic
volatility modelling for

= Reinforcement Learning:
Policy search and planning

. - in sparse-reward

option pricing.

environments.

= Climate: Calibrating
parameters of large-scale
climate models.
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State Space Models (SSMs)

A SSM can be represented as a probabilistic model of the form:
p(ztlze—1,ut) = p(ze] f(ze—1,ut)) (Transition model)

p(yelze, ue, y1.0—1) = p(yelh(ze, ue, y1.0—1))  (Observation model)
We focus on a simplified case:

T T
p(z1.7,y1:7) = p(21) HP(Zt | 2¢—1) Hp(yz | 2t)
t=2 t=1
Ur_ Ut
Zt-1 Zt
Zt—1 Zt?
Yioi Yy Y Y:
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Bayesian Filtering equations

We want to compute the belief state p(z; | y1.¢) given the prior
belief from the previous step, p(zi—1|y1—t—1):

Prediction step (Chapman-Kolmogorov equation):

p(2t | Y1:e—1) = /p(zt | ze—1) p(2e—1 | Y1:t—1) dzp—1
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Bayesian Filtering equations

We want to compute the belief state p(z; | y1.¢) given the prior
belief from the previous step, p(zi—1|y1—t—1):

Prediction step (Chapman-Kolmogorov equation):
(2t | yrt-1) = /p(zt | ze—1) p(ze—1 | Y1:e—1) dze—1
Update step (Bayes’ rule):

P(yt | Zt)p(zt \ yl:tfl)
p(yt | yl:tfl)

(2 | Y1) =
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Linear—Gaussian State Space Models

A linear dynamical system is a special case of an SSM where both the
transition and observation models are linear with Gaussian noise:

State transition model

2z = Fyzg_q1 + by + &, g ~ N(0,Q1)

Observation model

Yo = Hyzy + dy + 1y, ne ~ N (0, Ry)
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Linear—Gaussian State Space Models

A linear dynamical system is a special case of an SSM where both the
transition and observation models are linear with Gaussian noise:

State transition model

2z = Fyzg_q1 + by + &, g ~ N(0,Q1)

Observation model
Yo = Hyzy + dy + 1y, ne ~ N (0, Ry)

Equivalently,

(2t | 2e—1) = N (Frze—1 + by, Q1), P(ye | ze) = N(Heze + di, Ry).
Key property: If p(z;—1 | y1..—1) is Gaussian, then p(z; | y1.¢) is also
Gaussian

This closure property enables exact Bayesian filtering.
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Kalman Filter: Predict and Update
Assume the filtering distribution at time ¢t — 1 is Gaussian:
p(ze—1 | Yra—1) = N(pe—1jt—1, Si—1j6-1)
Predict step (time update)

Meje—1 = Fepg—1e—1 + bt
Shi-1 = B Fy + Qs
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Kalman Filter: Predict and Update

Assume the filtering distribution at time ¢t — 1 is Gaussian:
p(ze—1 | Yra—1) = N(pe—1jt—1, Si—1j6-1)

Predict step (time update)
peje—1 = Fepg—1js—1 + bt
Stie—1 = B S F, + Qo
Update step (measurement update)
Ot = Heptye—1 + dy
St S tht\tletT i Rt
Ky =Sy 1 Hy St

Pefe = pafe—1 + Ke(ys — 9t)
Yijp = Dgje—1 — K S K,
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Linear Gaussian Case: Example

Kalman Filter Tracking (Exact Inference)

10 == True State (Position)
*  Noisy Observations
8 = Kalman Estimate
Uncertainty (2std)

0 10 20 30 40 50
Time step (t)
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Importance Sampling (Self-Normalized IS)

Goal: estimate expectations under a target distribution m:

t(let)
Z:

Er, [¢t(21:4)] = /Spt(zlzt)ﬂ't(zlst)dzlzt, T (21:4) =

Using a proposal ¢;(z1.1), with supp(7) C supp(q), we can rewrite:

f [ZE,Z:; @t(zlst)} C](Z1;t) dzlzt

J [Z((ZZ))} q(z1:) dz1:

Er[pt(z1:0)] =
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Importance Sampling (Self-Normalized IS)

N, we estimate

Drawing z@ ~q(z14), i=1,...,
Er, [pt(21:0)] ZW()%
Where:
~ i ~ (7 N
& _ () W _ X > _ 1 S0
‘ @)y’ g =) ETN, &
qt(21.¢) > Wy 5 =1

Probabilistic ML Reading Group
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Importance Sampling (Self-Normalized IS)

To approximate the target distribution:

N . .
m(21:4) & Z Wt(Z) O(z1: — Zy))

=1
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Sequential Importance Sampling (SIS)

Key idea: exploit the autoregressive (online) structure of the

problem.

Autoregressive proposal:
qt(21:t) = qr—1(21:0-1) @ (2t | 21:0-1)
Given particles {z@_l} extend each trajectory by sampling

(4)

2D~ gz | 250,
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Sequential Importance Sampling (SIS)

Key idea: exploit the autoregressive (online) structure of the

problem.

Autoregressive proposal:
qt(21:t) = qr—1(21:0-1) @ (2t | 21:0-1)

Given particles {z@_l} extend each trajectory by sampling

(4)

2D~ gz | 250,

Recursive weight update:

Fe(21:¢)
Ae—1(z1:0—1) G (2t | 21:4—1)

_ At (21:¢) -

Wy (21:¢) o) We—1(21:4-1) -

incremental importance weight o (21:¢)
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Sequential Importance Sampling (SIS)

Special case: State Space Models

’7t(21:t) = p(zlztaylzt> = p(yt 31;r)’[>(2t | 21:t71) ’71;—1(21;1;—1)

Hence,

Py

21;/>P(Zt \ Zl:t—l)
Qt(zt ’ Zl:t—l)

Oét(Zl;t) =
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Sequential Importance Sampling (SIS)

Limitation: Weight degeneracy

SIS Weight Degeneracy (N=10)

o @
8
7
5 @
gs
®
4 @
&
3
2| @ .
« 0000
0 2 4 [} 8 10 12 14

Iteration (t)
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Sequential Importance Sampling with Resampling (SISR)

SIS proposal:

thIS(Zl:t) = Qtfl(zlztfl) Qt(zt | Z1;t71)7

SISR proposal:

thISR(let) = T—1(z1:0-1) @t (2¢ | 21:4-1)5
where ;1 (21:-1) = 2; Wt(i)lé(zlztfl - ZYZ_l)
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Sequential Importance Sampling with Resampling (SISR)

SIS proposal:

thIS(Zl:t) = Qtfl(zlztfl) Qt(zt | Zl:tfl)a

SISR proposal:

q{C’ISR(Zl:t) = T—1(z1:0-1) @t (2¢ | 21:4-1)5

where 7,1 (21:-1) = 5 Wi 0(z1.0-1 — 24)_4).

How resampling works (selection step):

= Resample Ny samples from zﬁil ~ T—1(21,-1)-
* Reset weights: 1111@1 = 1.
Propagation:
2 ~alm | Ay, a = G, AY).
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Sequential Importance Sampling with Resampling (SISR)

Weight update:

. 4 (5)
) () Te(z

= at(zlzt

)
(2)
t

1:t
Fe1(2%)1) a1z ()

| Zl:t—l)

(Same incremental weights as SIS.)

Resampling methods: Inverse cdf, multinomial resampling,

stratified resampling, systematic resampling.
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Bootstrap filter

Bootstrap filter: Special case where the model is an SSM and the
proposal equal to the dynamical prior:

Qt(zt|21:t71) = p(zt|21:t71)
Hence,

o (Z ) ) _ p(yt ’ Zl:t)p(Zt | zl:t—l)
ne at(zt | 21:4-1)

= p(yt|21:t)
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Bootstrap filter

Limitation: Path degeneracy

(a) Particle Diversity (Resampling Active)

(b) Path Degeneracy (Surviving Lineages)

Particle index (1)
.
.
[

teration (t)
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7
Iteration (1)
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Adaptive Resampling

Key trade-off:

= No resampling = SIS:
= severe weight degeneracy
= few particles effectively contribute
= Resample at every step:
= avoids weight collapse
= increases path degeneracy (loss of diversity in ancestry)
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Adaptive Resampling

Key trade-off:

= No resampling = SIS:
= severe weight degeneracy
= few particles effectively contribute
= Resample at every step:
= avoids weight collapse
= increases path degeneracy (loss of diversity in ancestry)

Adaptive resampling: resample only when particle diversity
becomes too low.

Effective Sample Size (ESS):

| (ZN )
ESS(Win) = ———,  ESS(tiy) = ~—n /.
W) = v w2 L) = S
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Algorithm: SISR with Adaptive Resampling

Algorithm 1 SISR with adaptive resampling (generic SMC)
. Initialization: wé Ne = q,

2: fort=1:T do

3 fori=1: N, do

4 Sample particle: z,ﬁ) ~ e (2t | zizz 1)

(i) _ WY?)

5: Compute incremental weight: «;

Compute unnormalized weight: 'LDf = w,g;)la[.

6
7: end for
8 if ESS(w)*) < ESSuin then
9 Compute ancestors: a;.y, = resample(w}*)
10: Select particles: z§§ — z(at’)
11: Reset weights: wt =1/N;
12: end if
. ) )
13: Normalize weights: W, = Eyﬂm
14: Posterior approximation: 7;(z1.4) = Z W<7)5(z1 ¢ — zm)
15: end for
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Comparing SIS and SISR

SIS Genealogy SISR Genealogy Adaptive Genealogy

Partice ndox

ESS Comparison (N=100)

SIS (No Resampling)

SISR (Always Resample)

40| — Adaptive (Resample if ESS < N13)
—— Threshold (N/3)

Effective Sample Size (ESS)

Time Step
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Proposal distributions

The locally optimal proposal distribution ¢*(z¢|z1.4—1) is the one

that minimizes:
Dgr(me—1(21:4-1)qt (2| 21:0—1) |7 (21:2) )5

which is:

* ~ > :
7 (ztl21:0-1) = (2| z10-1) = M
(Zl:tfl)

Usually intractable. Some approximations are:

= Proposals based on extended and unscented Kalman filter.
= Laplace approximations.
= Nested SMC.
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SMC Samplers

Goal: sample from a generic target distribution

_3(2)
7T(Z) - Z I
SMC samplers provide an alternative to MCMC, with:

estimation of the normalizing constant 7,
= natural adaptivity,

= easy parallelization.

Key idea: define a sequence of intermediate distributions

Wt(zt>:7té2t)v t:O,...,T,
t

interpolating between an easy distribution my and the target
T = .
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SMC samplers

Path construction via forward and backward kernels:

= Forward kernel M;(z; | z;—1): a Markov kernel that leaves
invariant. Used to propagate particles forward.

= Backward kernel L;_1(z;—1 | z¢): defines a joint path
distribution

t—1
7Tt(zlst) = 7Tt(zt) H Ls(zs ‘ Zs—&-l)a

s=1

satisfying >°, | mi(21.4) = T ().
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SMC samplers

Incremental importance weight:

o = m(21:¢) ~ Ae(zt)  Li—1(2e—1 | 2t)

Key condition (time-reversal): choose L;_; such that
me(2e) Le—1(2e—1 | 2t) = me(ze-1) Me(2¢ | 2e-1),
which simplifies the weight update to

Fe(2t)

o X —
! 'thl(ztfl)
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Likelihood Tempering (Geometric Path)

Geometric path of targets

F(2) = Fo(2) 1 (),  0=Xo<---<Ap=1

Bayesian parameter inference
Y0(0) o< mo(0),  F(0) = mo(0) p(D | 0),
7(0) = mo(0) p(D | 6)* = mo(6) exp[-NE(B)],  E(6) = —logp(D,6)
Incremental importance weights
Let \; = A\¢—1 + ;. Then

_ 7:(0)
Fi—1(0)

a:(0) = exp|—0:E(6)].
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Likelihood Tempering

Adaptive choice of §;

Choose d; such that

ot = argmingep 1-x,_,] (ESSLW ({3 E(6;)}) — ESSpnin)

typically ESSpin =~ 0.5 N.

= Ensures successive targets are approximately equidistant
= Prevents weight degeneracy

= |f there is no such §;, set 9y =1 — A1
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Example

Tempered Targets (Analytical) HMC
30 —— True Target
m—HMC Samples

2 E] 0 1 2 2 E] 0 1 2
Adaptive SMC (Robust) Adaptive Annealing Schedule (ESS Target=95%)

— True Target 10
= SMC Samples

Inverse Temperature Ac

04

7
Hteration Step (t)
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Data Tempering

Intermediate target distributions

Given iid observations y;.7, define

7:(0) = p(@) p(y1:e | 0), t=1,...,T.

= Prior: 40(0) = p(0)

= Final target: 37(60) = p(0 | y1.7)

Incremental importance weights Using the SMC sampler weight
update,

ar(6)— O _ POple |0

_ )
A1) pO)p(yri-1 | 6) =P | yr:e-1,0).
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Data tempering

Computational considerations
= Evaluating MCMC at every step is expensive.
IBIS (lterated Batch Importance Sampling)

= Only apply MCMC step when ESS drops below a threshold

= Otherwise, propagate particles deterministically (Q(i) = G(i_l))
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Example

Hatt=t Hatt=50

= pdapiive
Full SMC
- e

34 295 300 305 410 315 320 325 330
oatt=50 o Final

06 o8 w0 12 14 085 0% 0% 100 105 110

ESS Trace Comparison Total Execution Time. ‘Total MCMC Resamples

10 ERCEY
1000 e LA (B

%0

- !

0]

Effective Sample Size

— Adaptve 8IS 2|
—— FuISMC
20 wee+ Threshold

oits it
0 % W %0 a0 Z0 @0 0 “Adapive. Full SMC Adapive. Ful SNC.
Time Step
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Likelihood-Free Inference via SMC

Sampling Rare Events:

= Goal: sample from 7y(#) conditioned on a rare event
S(0) > X*, where S(6) is a score or fitness function.

= Approach: SMC with gradually increasing thresholds:
m(0) = = 1(S(0) > M) mo(6), Ao <--- < Ap=A\".

= We may use likelihood tempering with the “likelihood"” at
each step being:

Gi(0) =1(S(60) = A1)
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Likelihood-Free inference via SMC

Likelihood-Free Inference (SMC-ABC):

= Consider models where the likelihood p(y|@) is intractable
but we can simulate data y ~ p(-|0).

= Approximate Bayesian Computation (ABC) samples (6, y)
such that simulated data is close to observed data:

d(y,y") <e

or for summary statistics s(y): d(s(y), s(y*)) < e.
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Likelihood-Free inference via SMC

= SMC-ABC gradually decreases € over iterations:

1
m(0,y) = ZWO(Q)]?(QW) I(d(y,y*) <€), e >--->er

= This is analogous to rare-event SMC, but the “likelihood” is
evaluated in data space.
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Posterior Predictive (2.5 Cycles)

LogRMSE Convergence

o ObsPrey . 2 —= Noise Foor(0.15)
a0
2
20
s
10
o5
g 0 = = = W T
Posterior: Prey Parameters Posterior Predator Parameters
T
-

g4




Introduction

State Space Models

Sequential Monte Carlo for SSMs
Sequential Monte Carlo for sampling

Conclusions



Conclusions

= We motivated Sequential Monte Carlo (SMC) as a general
framework for approximating sequences of complex
distributions. Specifically, we
= Studied SMC for State Space Models, including:
= Sequential Importance Sampling (SIS).
= Sequential Importance Sampling with Resampling (SISR).
= Adaptive resampling.
= Presented SMC samplers as a flexible alternative to MCMC:
= likelihood tempering.
= Data tempering.
= likelihood free inference.
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